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Abstract 
 

Fisher linear discriminant analysis (FLDA) based on variance ratio is compared 
with scatter linear discriminant (SLDA) analysis based on determinant ratio. It is 
shown that each optimal FLDA data model is optimal SLDA data model but not 
opposite. The novel algorithm 2SS4LDA (two singular subspaces for LDA) is 
presented using two singular value decompositions applied directly to normalized 
multiclass input data matrix and normalized class means data matrix. It is 
controlled by two singular subspace dimension parameters q and r, respectively. It 
appears in face recognition experiments on the union of MPEG-7, Altkom, and 
Feret facial databases that 2SS4LDA reaches about 94% person identification rate 
and about 0.21 average normalized mean retrieval rank. The best face recognition 
performance measures are achieved for those combinations of q,r values for which 
the variance ratio is close to its maximum, too. None such correlation is observed 
for SLDA separation measure. 
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Abstract. Fisher linear discriminant analysis (FLDA) based on vari-
ance ratio is compared with scatter linear discriminant (SLDA) analysis
based on determinant ratio. It is shown that each optimal FLDA data
model is optimal SLDA data model but not opposite. The novel algo-
rithm 2SS4LDA (two singular subspaces for LDA) is presented using two
singular value decompositions applied directly to normalized multiclass
input data matrix and normalized class means data matrix. It is con-
trolled by two singular subspace dimension parameters q and r, respec-
tively. It appears in face recognition experiments on the union of MPEG-
7, Altkom, and Feret facial databases that 2SS4LDA reaches about 94%
for the person identification rate and about 0.21 for the average normal-
ized mean retrieval rank. The best face recognition performance measures
are achieved for those combinations of q, r values for which the variance
ratio is close to its maximum, too. None such correlation is observed for
SLDA separation measure.

1 Introduction

Linear Discriminant Analysis, shortly LDA, deals with the training sequence
X = [x1, . . . , xL] of multidimensional data vectors (xi ∈ RN , i = 1, . . . , L).

In general the data vectors are obtained using a measurement process for
objects from certain classes C1, . . . , CJ , i.e. i-th element of X belongs to class Cj(i).
Let the number of elements xi which represent class j be Lj , i.e. L = L1+· · ·+LJ .
We can identify elements in X extracted from j-th class by the index set Ij :
Ij

.= {i : xi represents class Cj}.
LDA is based on statistical concepts of data variances and covariances. The

unbiased vector within-class variance varw(X) and the unbiased vector between-
class variance varb(X) have the form : varw(X) .= 1

L−J

∑J
j=1

∑
i∈Ij

‖xi − xj‖2,
varb(X) .= 1

J−1

∑J
j=1 Lj‖xj − x‖2, where the class vector mean xj and grand

vector mean x are: xj .=
∑

i∈Ij
xi/Lj , x

.=
∑L

i=1 xi/L.
The data covariances within classes are represented by the within-class scatter

matrix Sw(X) .=
∑J

j=1

∑
i∈Ij

(xi−xj)(xi−xj)t/(L−J), while the between class

covariances are defined by the matrix Sb(X) .=
∑J

j=1 Lj(xj−x)(xj−x)t/(J−1)
called the between-class scatter matrix.



For the given dimension r of the feature vector y = W tx, LDA attempts to
find a linear transformation matrix W ∈ RN×r, W = [w1, . . . , wr], wi ∈ RN for
the training sequence X which gives the best separation for the classes. Then
the scatter matrices and data variances are transformed accordingly: Sw(Y ) =
W tSw(X)W, varw(Y ) = tr(W tSw(X)W ), Sb(Y ) = W tSb(X)W, varb(Y ) =
tr(W tSb(X)W ), where Y = [W tx1, . . . ,W

txL] is the sequence of feature vec-
tors for X.

In this paper two measures f(W ) and g(W ) of separation concept are con-
sidered. The first one, originally proposed by Fisher ([5]), takes into account the
ratio of between-class variance to within-class variance. While the second one,
very commonly cited in face recognition applications (e.g. [4, 6, 7]) replaces vari-
ances by determinants (| · |) of corresponding scatter matrices ([2]) as measures
of data scattering. Both measures lead to two modeling techniques with two
different families of LDA models Fr and Sr defined for 1 ≤ r ≤ N :

1. Fisher linear discriminant analysis (FLDA) with models in Fr(X):

f(W ) .=
tr(W tSbW )
tr(W tSwW )

Fr(X) .= {W ∈ RN×r : W = arg max f(W ), W tSwW = I, W⊥ker(Sw)}

2. Scatter linear discriminant (SLDA) with models in Sr(X):

g(W ) .=
|W tSbW |
|W tSwW |

Sr(X) .= {W ∈ RN×r : W = arg max g(W ), |W tSwW | 6= 0}

The paper is organized as follows. In section 2 algorithmic characterization of
FLDA models is given and efficient algorithm 2SS4LDA is described. In section 3
mutual relations between FLDA and SLDA models are presented. Experiments
on facial databases are discussed in section 4.

2 Algorithm for FLDA models

The requirement W tSwW = I for FLDA model ensures that class mean shifted,
data vector components become decorrelated and of unit variance in LDA co-
ordinates. The column vectors of W = [w1, . . . , wr] of FLDA model are sought
within the hyper-ellipsoid B .= {x : xtSwx = 1, x⊥ker(Sw)}.

Let us consider the reduced eigenvalue decomposition (REVD) for Sw =
Uq0Λq0U

t
q0

, where the first q0 = rank(Sw), columns in U and Λ are chosen,
Λ = diag(λ1, . . . , λN ), λ1 ≥ · · · ≥ λN . Then the search space has the form:
B = {x : xtSwx = 1, x⊥ker(Sw)} = {Aα : A

.= Uq0Λ
−1/2
q0 , α ∈ Rq0 , ‖α‖ = 1}.

Now, the behavior of the objective function wtSbw can be analyzed using REVD
for AtSbA

.= Vr0Σr0V
t
r0

, where r0 = rank(AtSbA) : wtSbw = αtAtSbAα =
αtVr0Σr0V

t
r0

α. Maximization of wtSbw with the constraint 1 − αtα = 0 by



Lagrangian multipliers leads to the stationary points αk = vk with value σk,
k = 1, . . . , r0. Therefore the optimal point for the Fisher goal function f(W ) =
f(w1, . . . , wr) can be combined from locally optimal points wk = Avk of the
quadratic form wtSww for r ≤ r0 :

f(W ) = tr(W tSbW )/r =
r∑

k=1

wt
kSbwk/r (1)

rf(W ) ≤
r∑

k=1

vt
kAtSbAvk =

r∑

k=1

vt
kVr0Σr0V

t
r0

vk =
r∑

k=1

σk (2)

Hence the optimal W = AVr, r ≤ r0, and FLDA models can be compactly
characterized as follows: Fr(X) = {W ∈ RN×r : W = Uq0Λ

−1/2
q0 Vr}, Sw =

Uq0Λq0U
t
q0

, A = Uq0Λ
−1/2
q0 , AtSbA = Vr0Σr0V

t
r0

, and for r ≤ r0 W tSbW =
V t

r (AtSbA)Vr = V t
r Vr0Σr0V

t
r0

Vr = Σr.
By the above FLDA properties we propose the novel algorithm 2SS4LDA

(two singular subspaces for LDA). It is based on two singular value approxi-
mations applied directly for the normalized multiclass input data matrix and
the normalized class means data matrix. It is controlled by subspace dimension
parameters q and r. The first singular subspace of dimension q is designed for
original data and it used to compute new coordinates for class means. The sec-
ond singular subspace is built in this new coordinates. In a sense it is nested
SVD procedure. The feature vectors are computed using r left singular vectors
spanning the second singular subspace.

Algorithm 1. 2SS4LDA - Two Singular Subspaces for LDA

Input Data sequence X = [x1, . . . , xL], xi ∈ RN , class membership vector I,
desired LDA feature vector dimension r, and desired first singular subspace
dimension q.

Output Corrected values of singular subspace dimensions q, r and FLDA model
W ∈ RN×r.

Method Perform the following steps:
1. Compute the global centroid c and class centroids: C ← [c1, . . . , cJ ]
2. Perform centroid shifting and normalization for data matrices X,C :

if i ∈ Ij then yi ← (xi − cj)/
√

L− J, i = 1, . . . , L,

dj ← (cj − c)
√

Lj/(J − 1), j = 1, . . . , J

3. Find the singular subspace of Y = [y1, . . . , yL] by performing SVD for Y
obtaining q0

.= rank(Y ) left singular vectors Uq0 ← [u1, . . . , uq0 ] corre-
sponding to positive singular values Λ

1/2
q0 ← [

√
λ1, . . . ,

√
λq0 ]



4. If q > q0 then q ← q0

If q < q0 then Uq ← [u1, . . . , uq] and Λ
1/2
q ← [

√
λ1, . . . ,

√
λq]

5. Compute whitening projection matrix: Aq ← UqΛ
−1/2
q

6. Make whitening projection for normalized class means:

dj ← At
wdj , j = 1, . . . , J

7. Find the singular subspace of D
.= [d1, . . . , dJ ] by performing SVD for

D obtaining r0
.= rank(D) left singular vectors Vr0 ← [v1, . . . , vr0 ] corre-

sponding to positive singular values
8. If r > r0 then r ← r0

If r < r0 then Vr ← [v1, . . . , vr]
9. Compute FLDA model, i.e. the projection matrix W : W ← AqVr

Note that for q0 = rank(Sw) the above algorithm produces the exact FLDA
model and for q < q0 its approximation is obtained. In face recognition problem
the optimal value of the measure f(W ) is obtained for q much less than the rank
of normalized data matrix Y. It means that the better mean class separation
occurs for Y projected (with whitening) onto its singular subspace of much
lower dimension than the dimension of subspace spanned by vectors in Y.

Note that q0, the rank of Y (equal to the rank of Sw) is bounded by min(L−
J,N), while r0, the rank of D (equal to the rank of Sb) is bounded by min(J −
1, q0). Therefore, the constraint for the feature vector size is r ≤ min(L− J, J −
1, N).

In FLDA modeling for face recognition, J is the number of persons in the
training database and in our experiments it is less than N and L − J. Hence if
q = q0 then the rank of data matrix D is equal to the number of training persons
minus one: r0 = J − 1.

3 On relation of FLDA and SLDA models

It is well known (by the analysis of stationary points for g(W )) that the optimal
SLDA models are sought by solving the generalized eigenvalue problem (cf. [2])
of the following form SbW = SwWΛr, where Λr = diag(λ1, . . . , λr), λ1 ≥ · · · ≥
λr > 0.

Let Er(X) denotes the set of all solutions of the above generalized eigenvalue
problem. It means that Sr(X) ⊂ Er(X).

It can be easily proved that local maxima for g(W ) are always global, i.e. for
optimal W ∈ Sr(X) the scatter separation measure has always the same value:

g(W ) =
|W tSbW |
|W tSwW | =

|W tSwWΛr|
|W tSwW | =

|W tSwW ||Λr|
|W tSwW | =

r∏

k=1

λi

It also implies that Er(X) ⊂ Sr(X) and in conclusion Sr(X) = Er(X).



By Lagrangian optimization of wtSbw at wtSww = 1 we get Sbw = µSww.
Hence the optimal FLDA models have to satisfy the generalized eigenvalue equa-
tion and therefore Fr(X) ⊂ Er(X).

The above inclusion is strict. To show it let us observe that by equation (2)
and by tr(I) = r if W ∈ Fr(X) we have f(W ) =

∑
k=1 σk/r.

On the other hand there is simple relation between any two models W1,W2 ∈
Er(X) : there exists a block diagonal matrix Γ = diag(B1, . . . , Br′) such that
W1 = W2Γ. Suppose that also W2 ∈ Fr(X). If there is no multiple eigenvalues
then Γ = diag(γ1, . . . , γr) is diagonal what is the case for real life data matrices.
Then for any matrix Z ∈ Rr×r : tr(Γ tZΓ ) =

∑r
k=1 γ2

kZkk. Hence if there is no
multiple eigenvalues:

f(W1) = f(W2Γ ) =
tr(Γ tW t

2SbW2Γ )
tr(Γ tW t

2SwW2Γ )
=

r∑

k=1

αkσk ≤
∑r

k=1 σk

r

where αk
.= γ2

k/(γ2
1 + · · · + γ2

r ) . The above inequality becomes equality only if
γ1 = · · · = γr.

In general case when Γ = diag(B1, . . . , Br′), denoting by Z
(b)
kk the submatrix

of Z corresponding to Bk we have: tr(Γ tZΓ ) =
∑r′

k=1 tr(Bt
kZ

(b)
kk Bk). Hence

f(W1) = f(W2Γ ) =
tr(Γ tW t

2SbW2Γ )
tr(Γ tW t

2SwW2Γ )
=

tr(Γ tΣrΓ )
tr(Γ tΓ )

=
r′∑

k=1

αkσk ≤
∑r

k=1 σk

r

where αk
.= tr(Bt

kBk)/(tr(Bt
1B1) + · · · + tr(Bt

r′Br′)) . The above inequality
becomes equality only if tr(Bt

1B1) = · · · = tr(Bt
r′Br′).

Therefore, independently of multiplicity of eigenvalues, there are always op-
timal models in SLDA which are not optimal in FLDA. In summary:

Fr(X) ( Sr(X) = Er(X)

We have shown that there are optimal SLDA models which are not optimal
FLDA models. Can we find optimal SLDA which are not FLDA models, but
they achieve maximum value of f(W ) ? The answer is positive. Namely, those
SLDA models W ∈ RN×r for which all diagonal elements of the within-class
scatter matrix W tSwW are identical, give maximum value of LDA separation
measure f(W ), i.e. for W satisfying the equation SbW = SwWΛ :

f(W ) =
tr(W tSbW )
tr(W tSwW )

=
tr(W tSwWΛ)
tr(W tSwW )

=
∑r

k=1 αkλk∑r
k=1 αk

where αk
.= (W tSwW )kk ≥ 0.

Hence, the maximum value of f(W ) (equal to
∑

k λk/r) is achieved if and only
if α1 = · · · = αr. Of course, the class of such matrices W includes Fr(X). Inclu-
sion is strict as any matrix W ′ =

√
αW obtained by uniform scaling by

√
α 6= 1 of

FLDA optimal model W gives SLDA optimal model which is not FLDA (since
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Fig. 1. Left: FLDA separation measure f(W ) as function of singular subspace di-
mension q for class mean shifted original data (model dimension r = 48). Right:
Corresponding average success rate (ASR) using 2SS4LDA algorithm in three person
identification experiments (descriptor size: 240 bits).

W ′tSwW ′ = αI). Let us denote the class of such models by F (α)
r (X). Then

Fr(X) = F (1)
r (X).

Another observation: if multiplicities of all eigenvalues in Λr are equal to one
then any SLDA model makes diagonalisation of Sw : W tSwW = Γ tΓ, i.e. LDA
projected variables are uncorrelated. This very commonly happens in practice.

If Γ tΓ is not a scalable form of unit matrix, i.e. Γ tΓ 6= αI, then the model
W is optimal SLDA model which achieves less value of separation measure f(W )
than optimal FLDA models: W ∈ Sr(X)−⋃

α>0 F (α)
r (X).

Finally, the relation between two concepts of optimal separation of classes
can be summarised by the following inclusions:

Fr(X) (
⋃
α>0

F (α)
r (X) ( Sr(X) = Er(X) .

4 Experiments

In order to perform comparative tests of our method in face recognition task we
use images from three databases: Altkom (1200 images, 80 persons), MPEG-7
(3175 images, 635 persons) and FERET subset (4000 images, 875 persons).

Every image has size 46x56 and eyes manually located. Initial preprocessing
includes automatic background cutting off.

The half of Altkom and MPEG databases constitutes the training set on
which the model matrix W is calculated according to the proposed algorithm
2SS4LDA for FLDA models and generalized Schur algorithm (GSCHUR) for
SLDA models (cf. [3]). The other half along with FERET images is used for
extracting feature vectors and testing.

The four experiments are considered conforming MPEG-VCE face recog-
nition visual core experiment (cf. [1]): image retrieval(FIR) and three various
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Fig. 2. Average normalized mean retrieval ratio (ANMRR) in function of subspace
dimension q in FLDA experiments (Left: r = 48, 240 bits; Right: r = 128, 640 bits).

person identifications(PID). In FIR every single image from testing set becomes
a query while in PID the specific disjoint subsets of testing set are chosen for
query and test respectively.
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Fig. 3. Left: SLDA separation measure g(W ) as function of dimension q for principal
subspace which is used for input data matrix singularity conditioning (model dimension
r = 48). Right: Corresponding average success rate (ASR) using GSCHUR algorithm
in three person identification experiments (descriptor size: 240 bits).

5 Conclusions

We have proved that each optimal model of data sequence X in Fisher linear
discriminant analysis is also optimal in scatter linear data discriminant analysis.
Moreover, there is infinity of models optimal in SLDA which are not optimal
in FLDA. There is also infinity of SLDA models which maximize Fisher class
separation measure f(W ). There exists mathematically closed formulas for those
interesting subclasses of SLDA class of data models. They are based on the types
of within-class scatter matrix diagonalisation.
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Fig. 4. Average normalized mean retrieval ratio (ANMRR) in function of subspace
dimension q in SLDA experiments (Left: r = 48, 240 bits; Right: r = 128, 640 bits).

The proposed algorithm 2SS4LDA performs two singular value decomposi-
tions applied directly to normalized multiclass input data matrix and normalized
class means data matrix. By tuning two singular subspace dimension parameters
q and r, we can optimize ratio of between and within-class variance what leads
to better performance in face recognition application.

We have observed that using GSCHUR algorithm with regularization by
projection of the original data X onto singular subspace of dimension q gives
the best results very close to the best results of 2SS4LDA but for quite different
settings of q and r.

High correlation of the class separation measure in FLDA with face recogni-
tion performance was found in contrary to SLDA case.

On very demanding facial databases of MPEG-7 VCE, the LDA classifier
built by proposed algorithm gives 94% for the person identification rate and
about 0.21 for the average normalized mean retrieval rank.
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